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A Class of Large Sample Tests for Bivariate Exponentiality
Versus BIFRA and BNBU-(¢,, f,) Alternatives

Ram C. TIWARI, S. RA0 JAMMALAMADAKA and JYOTI N. ZALKIKAR

University of North Carolina, Charlotte, and
University of California, Santa Barbara

Summary. Two related problems are considered here. First, a class of tests is proposed for
testing bivariate exponentiality (BVE) against the class of bivariate increasing failure rate
average (IFRA) distributions. Secondly, we propose a test of BVE versus bivariate new
better than used of age (to, to) (BNBU-(to, t0)), & new class of bivariate distributions
introduced here. The PrraaN asymptotic relative efficiencies of these tests with respect
to Basu and Esrammr’s (1984) bivariate new better than used (BNBT_JY;I test, are com-

ana LBRAHIMI'S (178%) 1ate 1 use

pared.

Key words: Bivariate exponential distribution, increasing failure rate average, new better
than used, new better than used of age (fo, fp), asymptotic relative efficiency.

1. Introduction

In reliability theory, life distributions have been classified based upon the notion
of aging, or upon the wear-out characteristics of the item whose life length is of
interest. Chief among these classes are: (1) Increasing failure rate (IFR), (2) In-
creasing failure rate average (IFRA), (3) New better than used (NBU), (4) New
better than used in expectation (NBUE) and so on (cf. eg. BARLOW and PROSCHAN
(1975)). Multivariate versions of IFR, IFRA, NBU, NBUE etc. have also been
defined and their properties have been studied. For example, see, BUCHANAN
and SiNGPURWALLA (1977) and BarLow and ProscHAN (1977). The problem of
testing for bivariate new better than used distribution has been discussed by
Basu and Esramivr (1984). In 1977, BArRLoW and PROSCHAN analyzed bivariate
failure data on Caterpillar tractors using graphical techniques and concluded
that the life distribution is probably a bivariate IFRA. Motivated by this exam-
ple, in this paper we consider testing for bivariate exponentiality versus a class of
distributions with bivariate IFRA property. Let X and Y be the life lengths of
two devices with the joint distribution function F(z, y) with F(0, 0)=1, where
F(x, y)=Pr (X >2, Y >y) is the joint survival function.

Definition 1.1. A life distribution ¥ is Bivariate IFRA (BIFRA) if and only if,
forallz=0, y=0, 0<a<l1,

F(az, ay) ={F(z, y)}* . (1.1)
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Definition 1.2. A life distribution F is said to be Blvarlate NBU (BNBU) if
and only if, for all z, y, =0

Fla+t,y+t)=F(z, y) Fit. 1) (1.2)

The equality in (1.1) and (1.2) holds if and only if F is bivariate exponential distri-
bution (BVE) introduced by MarsHALL and OLKIN (1967) (see equation (1.4)).
The definition (1.2) appears in BUCHANAN and SINGPURWALLA (1977). The dual
classes, namely, the bivariate decreasing failure rate average distributions
(BDFRA) and the bivariate new worse than used distributions (BNWU) are
defined by reversing the inequalities in (1.1) and (1.2) respectively.

We now introduce a new class of bivariate life distribution, namely bivariate
NBU (to, to) (BNBU-(f, %)), where the joint survival probability at age (0, 0) is
greater than or equal to the joint conditional survival probability at specified age
(%o, to), to=0.

Definition 1.3. Let #,>0 be fixed. A bivariate life distribution # is BNBU-
(fo, to) if, for all z, y =0,

F (x + 2o, y—{-to) §F’(x, Y) F_(fo, to) , (13)

where F denotes the joint survival function. The dual class, bivariate new worse
than used of age (to, o) (BNWU-(to, to)) is defined by reversing the inequality in
(1.3). Let
Eo={F: F (x+to, y+to)=F(z, y) Flto. to), forall =« y=0}
and
Ea={F: F (x+to, y+t)=F(x,y) Flto, to), forall =, y=0
and strict inequality holds for some x, y =0} .

Then & is the class of boundary members of BNBU-(¢, to) and BNWU-(¢, o)
classes and includes, in the main, the BVE distribution (1.4). This class BNBU-

(# +\Viaa hivariate nvtancsion of the (tinivariatel NR17. to 1n+rnr~]unpﬂ in HOLLANDER

\40, L0) 18 & 01vVariavt CXensiOn o1 w.xu.\\.uu Vaiiaio) AN v AN UIOGWUCUTW 3L TRVLLAN DL,
Park and PrRoSCHAN (1986) to which we refer the reader for some examples. Note
that the BNBU-(¢, #) class contains the class of BNBU distributions.

In Section 2, a class of statistics is proposed to test

Hy: F(x, y) =exp {— iz — Aoy — A1z max(z, y)}, «, y=0,

A1, A2, A12=0 (1.4)
versus

Hy: Fis BIFRA (and not BVE). (1.5)

The asymptotic behavior and consistency of test statistics are also discussed
in this section. In section 3, a test for testing
H& : Fisin cfo
versus
H,«{ : Fisin EA
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is introduced. Finally, in Section 4, the large sample properties of the tests dis-
cussed in Section 2 and 3 are studied using PrTmMaN’s asymptotic relative effi-
ciency.

2. A (Class of BIFRA tests

Let (X1, Y1), ..., (Xa, Yn) be a random sample of size n from the distribution F.
To test Ho in (1.4) versus the alternative H; in (1.5) consider the parameter

piB)= [ [ Floar, o) AP, 3) (2.1)

When FeHy, p(F)=(2+4%12 (a+1))/A(x+1)2, and, for all FeH;, p(F)=

= (2474 (a+1))/A (x+1)2, where A=A +As+ke. Hence, viewing (ya(F)—
2+ A2 (x +1)\

T A {x+1)2

nonparametric approach of replacing # in p (&) by Fp, where

oo 4. Ty Tr 1 n - - -1
as a measure of deviation of #F from Hy towards A, the usual

Folz, 2'):% M I[Xi=xa, Yi=y] (2.2)
i=1

is the bivariate empirical distribution function, suggests the rejection of Hp in
favor of H, for large values of u,(#,). Observe that (cf. (2.1))
1 2 n ~ , .
palFa) =— Y I Xi=aX ] I[Yi=oYy].
i=1 j=1
Here and in (2.2), I[4] denotes the indicator function of the set 4. Note that
p(F'n) is asymptotically equivalent to the U-statistic:

Jim 3 h{(Xi Ti) (X T

n (n—1) sitj=n

where
1 if X;>a«X; and Yi=aY; -
0 o.w.

ha{(Xh Yi) (Xj, Y])}={

and the test rejects Hy in favor of Hy for large values of J5. It follows from the

results of HOEFFDING (1948) that the asymptotic distribution of V’;L— (T3 — ()
is normal with mean 0 and variance 4(;, where
G =E[PH X1, Y1) [P, (2.3)

and
i(xa, 1) =E{R¥((21, y1), (X2, Y2))}, provided £1>0.

§ 2 + 232 ((Z + 1)
Here %7 is the symmetric version of k.. Under Hy, u (F)= eI

function of 13, 12 and ;5.
Since the variance of YnJ& under Hy is very complicated, jackknifing could be
used to estimate this quantity.

,and {iisa
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Let J,, a=J5 (X, Y1), ooy (ZKimn, Yia1), (Xiwn, Yina), -y (X, Ya)) and J3°=
=— 2 J5,. .- The estimate of ¥ (VnJ3) is

ni=1
Vndn)=—= 3 (Jas= T3P

i=1
: JE —u (F

and it follows from the results of Sex (1977) that @A—(——":ﬁ(——)—) is asymptoti-
[V(YnJ 12

cally standard normal. We now illustrate this test by applying it to the failure
data on Caterpillar tractors given in BARLOW and PROSCHAN (1977). Let o’ denote

the level of significance. In particular for «=0.9, we obtain J{7=0.4333,
1

P(V15J99) = 0.1674 and (15)/2(J%2) {V(V1573)} 2 =4.1024, and for o’ =0.01, Hy
is rejected in favor of Hj.

Remark 2.1. Tt is clear that J% is consistent against the BIFRA alternatives.

3. A BNBU-(f,, t,) test

In this section, a statistic for testing

’ . .
Hy:Fisin &
versus
Hy:Fisin &4

based on a random sample (X1, Y1), ..., (Xa, Yn) of size n, is introduced. Under

H, a new two-component device is as good as a used two-component device, of

which each component is of age f, whereas under H4, a used two-component

device of age (£, to) has stochastically smaller residual life than a new one.
Consider the parameter

oo
— r =

V(F)= J [ [F(x, y) Ftto, to)—F (x-+to, y +i0)] dF(, y) (3.1)

= F(to, to) f{Fx y) dF(z, y)— [fF_(x+to,y+to)dF(x,y)

def

= \71(]7)-—- "72(F) .

Note that under H,, v (F)=0, and under H4: v (¥)=0. Hence it is reasonable
to reject Hy in favor of H4 when v (F,) is too large, where v (F,) is obtained by
replacing ¥ in (3.1) by the bivariate empirical distribution function F, defined in
(2.2). However, it is more convenient to reject Hg in favor of H 4 for large values of
the asymptotically equivalent U-statistic given by

1
Up=———m———— H X, to) H Y5, to) (X, Xi) (Y5 Yi)

n(n—1) (n‘"z)i¢;‘¢k

1
t(Xi, Xj+t0) ¢ (Y, Yi+to)= Urn—Usa

n (n—1) ;%
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where
Ha,b)=1 if a=>b
=0 o.w.

Let g1((X1, Y1), (X2, Y2) )——[t (X1, Xa+to) ¢ (Y1, Yo+ to)

+t (X2, X1+1t0) £ (Y2, Y1+t)]
and

X]_, Yl) (Xz, Yz) (X3, Ya))

—~

2

=+ X, 10) # Vs, 10) HXa, Xs) 8Tz, Ya)
+8( X1, to) (Y1, to) #( X3, Xa) ¢(¥3, Y3)
+ (X2, to) H( Ya, to) H{ X1, X3) (Y1, Ys)
+H(Xa, to) H{ Y2, to) 1(X3, X1) (Y3, Y1)
+ X3, to) (Y, to) (X1, Xa) (Y1, Y2)
+ 4 X3, fo) 8(Ys, to) H{ Xz, X1) (Y2, Y1)]
be svmmetric kernels of deeree 92 and 2 corresnondine to 1(F) and Tgo(F),

(84 ovuleL\?uLl\J Teis O1 GCEICU o aililh o VULITopUiiiiug v A E=3 810 4

respectively. Then, using the results of HOEFFDING (1948), we know that the limit-
ing distribution of V;(Un— v (F)) is normal with mean 0 and variance ¢%=
=4¢P +9¢P —12¢¢?, where
P =E {E (u((X1, Y1), (Xo, Y2) | Xa=m1, Y1i=u1)}2— Vi),
[P =E {E (g2((X1, Y1), (X2, V), (X5, Y3)) | Xi=a1, Yi=p1)}2— V3(F),
C =E {[E (¢p1((X1, Y1), (Xz, Y2)) | Xi=z1, Yi=y1)— V1(F)]
[E (go((X1, Y1), (X, Yo), (X3, Y3) | X1=21, Yi=uy)— vao(F)]} -

Note that under H;, the mean of ]/ 7 U, is 0 but the null asymptotic variance of
Vn U, depends on F and hence must be estimated from the data. Once again
jackknifing serves the purpose.

Let
Up,1=Un-1((X1, Yl) (X2, Ya), ooy (Xi-1, Yim1), (Xiwa, Y1), oo (X, Y))s

EU’nly

Uy
and

n-1 Z[Unl— n]2
=

It then follows from the results of SEN (1977) that 62 is a consistent estimator of 2,
and YnU,6-1 is asymptotically standard normal. Thus, the approximate a-
level test of H, against H 4 (refered to as BNBU-(to, o) test) rejects Ho in favor of
H,4if YnUné-1=2, where z, is the upper « percentile of a standard normal distri-
bution. It can be shown, along the lines of HOLLANDER, PARK and PROSCHAN
(1986) that BNBU-(to, %) test is consistent against all continuous alternatives.
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4. Asymptotic relative efficiency

In this section we compare the BIFRA test with (i) the BNBU test proposed by
Basvu and Eprammvr (1984) and (ii) the BNBU-(Zo, fo) test.

Let {Fs,} be a sequence of alternatives with ﬁnzﬁo—f—;/:, where a is any arbi-

. n

trary positive constant and Fsy is BVE with parameters (1, 1, 1). From the results
of Basu and EBramiMI (1984) and those in Section 2, the Pitman asymptotic
relative efficiency (ARE) of the BIFRA test with respect to Basv and EBranIMI’S
(1984) test is given by

off (J2 )} { ’(ﬂo)}"a%{.,( a)
o T T T (#-1)

where eff (J2) and eff (/) denote the efficacies of tests, based on J7, and Ja, respec-

x5 T = |

. 3 2
tively. In (4.1) of (Ja) and of,(J5) are null asymptotic variances Vn Jn and

V;J % respectively;

w(d) = f j Folow, ay) dFs(z, )

jJF‘ng i fff (x4t y+1)

XdFs(CL', J) dFs(t, t)

are the asymptotic means of Jj, and J, respectively, for the alternative Fs and
' (Bo) (A4'(H0)) is the derivative of (%) (A(#)) with respect to & evaluated at ¢ = do.
Consider the Weibull alternative given by

Fy(z, y)=exp { —2%—y®—max (2% %)}, #=1, =0, y=0.

Note that BVE(1, 1, 1) corresponds to #=1. After long and tedious computations,
one can demonstrate that .
(4.2)
(x+1)-3 =
w (o) = 3 [(e+1)2 {(C—1)+log 3+log (1+a)} —(5+«) « log 2]
A’ (9) =0.4096 , (4.3)

respectively, where in (4.2) C'=0.5772... is the EULER constant (C.f. RyzHIK
and GRADSHTEYN (1957)).
The null asymptotic variance of V;J" using (2.3) is
0%,(JE) ={1+3"1 (a+2)2 « (9 +14) + 31 («+1)72 (6 — B — 6a?)
+2a (Bac+4)~1 (14 2 (a4 1)) —do (543) 7 ( (2 +2)72
+a(e4+1)14+1)+(22+3) 371 (20 +1)2—4a (3a2+ 3+ 2)71
X (@ (a2 4o+ 1)+ (a+ 1)1+ 1)+ 20 (22 + 3+ 1) 371
X (24 a+1)"2—4 (+3)2 971 («+ 1)1}, (4.4)
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and the null asymptotic variance of V;L—Jn, using equation (3.1) of Basu and
EBraHIMI (1984), can be shown to be

0%(Jn) =0.2664 , ' - (4.5)
approximately.

The Prrman ARE of Basu and EBRAHIMI S (1984) test with respect to the
BNBU-(%, to) test for the Weibull alternative is given by
A'(ﬂo)}202 (Un)

CF(Jn: Un) = { ‘3"/(?90)/ o, ‘Ju) 3

where A'(9) and o}, () are given by (4.3) and (4.5) respectively;

V(o) = {f st (x+1to, y +10) dFs(z, )

— Fs(to, to) J f Fo(, y) dFs(z, y‘)r
0 0

=41 exp (—34o) [exp (4to) B (—4to) — 4 —1log 44]
with

~t
Ei(—a)= — f—-dt
x .
and
oHu (U,) ={0.4622 +1.1284 exp (—3£) —1.1700 exp (— 5to)

—0.0568 exp (—6t)} exp (—3lo) -
Table 1.

Efficacies of JZ, and ARE’s of Jj tests
with respect to J, test

x eff (J3) ep( % Jy)
0.175 2.3728 8.9417
0.255 2.3768 8.9721
0.5 2.2254 7.8652
0.9 1.4145 3.1775
Table 2.

ARE of J, test with respect to the
BNBU-(¢, to) test, U,

to eF(']m Un)
0.25 7.6727
0.50 9.6935
1.00 21.7741
1.50 67.9711
2.00 246.4543

2.50 955.0060
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Tables 1 and 2 give the ARE’s of Jj, tests with respect to J, test for a=.175,
.255, .5 and .9, and the ARE of J, test with respect to U, test for =0.25,0.5, 1.0,
1.5, 2.0 and 2.5. They indicate that the ARE’s ex(J%, J5) and €p(J, Us) are quite
high as to be expected since J7 test is designed for a smaller class of alternatives
than the J, test and in turn J, test is designed for smaller class of alternatives
than the BNBU-(¢o, to) test, Uj.

It can be verified that the efficacy of J3 has an asymptote at «=0. Except for
this, the efficacy of Jj, is a maximum at «=0.255. Thus, one may recommend
JO®5 for testing BIFRA alternatives.

The details of computations in this section are not shown here but can be obtain-
ed from the authors.
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